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Beyond Standard Model

Higgs Discovery (July 4, 2012)
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The SM is now complete?
What is next? 3



Beyond Standard Model

P5 Report (May 22, 2014)
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Beyond Standard Model

Beyond the Standard Model

proton - (anti)proton cross sections
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= BSM needs 1000 more Higgs events. i
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Simulation

HEP Simulation

Physics Model

v Geant4 Collaboration

Physics Simulation
(Ex. MadGraph)
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Simulation

Vision for HEP MC Simulation

» To have a massively parallelized particle
transportation

« To comply with different architecture
(GPU, MIC and etc))

« To draw community interests for collateral
effort
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Computing

P5report  Enabling R&D (Computing)

P5 Report May 2014

The recent Report from the Topical Panel Meeting on Computing and
Simulations in High Energy Physics articulated the challenges involved
iIn meeting the increasing computational needs of the field and
suggested steps to take full advantage of cost-effective computing
solutions. The present practice is to handle much of the computing

within individual projects| R es and

increasing data volumes require effective crosscutting solutions [that are

being developed In other science disciplines and In industry.
Mechanisms are needed for the continued maintenance and
development of major software frameworks and tools for particle
physics and long-term data and software preservation, as well as
Investments to exploit next-generation hardware and computing models.
Close collaboration of national laboratories and universities across the
research areas will be needed to take advantage of industrial
developments and to avoid duplication.

Recommendation 29} Strengthen the global cooperationjamong
laboratories and universities to address computing and scientific
software needs, and provide efficient training in next-generation
hardware and data-science software relevant to particle physics.
Investigate models for the development and maintenance of major
software within and across research areas, including long-term
data and software preservation.

= Evolving Computing Architecture
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Computing

Evolving Computing Architecture

Xeon/Opteron
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e Servers control
GPU and MIC.

« GPU and MIC
share memory.

Heterogeneous
platform



Computing

Overview of key components
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Examples

« BSM

— The precision measurement of
SM to search for New Physics

= Parameter By

« Simulation Tool Kit
— Algorithm for Parallelization and
Optimization
= FV and NPR in LQCD

« Evolving Computing

Simulation
(Algorithm)

Evolving Computing
Architecture

(GPU)

Architecture
= GPU
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1. Finite Volume Effects on B,

CP violation in Kaon System
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Calculated using Lattice QCD Evolving Computing

Architecture

Error Budget of B,

(GPU)
cause error (%) memo
statistics 0.64
matching factor 4.4 one-loop matching
discretization
{ amy extrap } 0.9 diff. of B1 and B4 fits = To reduce the error Of BKI we have
gl extrap o to calculate the finite volume effect on
-fits 0.1 varying Bayesian priors
Y_fitg 20N diff _Af linear and ﬁlllﬁH the Iattice.
finite volume 0.4 diff. of V = oo and FV fit
;lﬂ 8; ’l‘gge]\fervp:,falg.;j;’”M‘!\} J Reference: Kim, Jangho et a/. Phys.Rev. D83 (2011)

117501 arXiv:1101.2685 [hep-lat]


https://inspirehep.net/author/profile/Kim, Jangho?recid=884380&ln=en
https://inspirehep.net/author/profile/Kim, Jangho?recid=884380&ln=en

GPU programming using CUDA

Amount of calculation for FV
X-axis : the number of norms.

m_low
_ e Y-axis : various quark Masses.
| | « 10(l | ), when the pion mass is
small, the number of norms becomes
large.

 (Calculate Bessel function for every
point in this plot and sum over them
for same mass.

« CPU(single core) calculates point by
point in serial order.

e [t takes about two months to

m_hfgh | | calculate FV correction !n double
1 256 6553616777216 precision for all the lattice samples we
have.
Parallel processing in GPU « If we use GPU, it takes 1 day to

calculate same thing.



2. NPR to calculate the matching
factor of B,

One-Loop
Model(By)
Simulation
NPR (Nqn— (NPR)
perturbative
Renormalization) Evolving Computing
Architecture
(GPU)
B¢ In scheme on coarse lattice (2 8 x 6 &
Error Budget of B,
cause error (%) memo
statistics 0.64
matching factor 4.4 one-loop matching — one-loop
discretization
amyg extrap 0.9 diff. of B1 and B4 fits
ams extrap —e— NPR
X-fits 0.1 varying Bayesian priors
Y-fits 2.0 diff. of linear and quad.
finite volume 0.4 diff. of V' = o0 and FV fit ' ‘ : :
1 0.3 r1 error propagation (F1) 0.5 0.55 0.6 0.65 0.7
I 0.1 132 MeV vs. 124.2 MeV Bg(a)




GPU Performance

Program VGA
SCPU GFLOPS | (Peak Performance | GFLOPS f)pi'm'
pec. in double precision) zecliloin

Finite Volume  Xeon GTX 480 o
Effect of mon| P | mesemops | PP | 28R | AR
GTX 480 o
Non- (168 GFLOPS) 66.6 40% 58.9
perturbative Core
Renormalizati 17- 1.13 (19(?23(':5'_%0%) 76.19 6/.2
on(NPR) 4820K
measurement GTX Titan Black

(1707 GELOPS) 113.36 100.3

* NPR measurement code is optimized for GTX 480.



Summary

» Physics goes beyond discovery.

« Computing needs solutions for the
evolving architecture.

= To fulfill the gap between physics and
computing, we need to focus on
simulation R&D.
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